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Al}stract

In this palpcr the problen,  ofsuperviscd learning is add~esserl where class  labels in the training data do
not correspond to ground truth, but instead arc subjective cstinlates  of class  membership provided by a
domain cxpcrt. l’hisis a practical J~rol,lcn~in application ssuch asremote-sensing anclrnedical diagnosis
where labelling  of the feature data may take place  in a subjective manner some tilIIC after the original
data wasrrleasutcd.  In particular the case where thelat,els can beintcrpreted as estimatesof posterior
class probabilitic sisexamincd.  A variety ofla.bcllin gstratcgicscxist,  of which oracle-based, probabilistic,
and maximulrr  a posteriori (MAP) labclling  are among the most interesting. Basic relationships between
t}lcsc strategies arc establisheci. Forexatlll,lc,  MAPlabcllirlg  docsrlot provicle e~tougll il,forItlatiol,  tothc
learning algorithnl  to properly recover  class  I,rot,al,ility  estilrlates, llowevcr,  itdoes~)errllit thealgorithnl
to learn  a rrli)li]lltlrrl-error  classifier. ‘J’hc role of side-information is briefly discussed, where  the labcller
may bc using additional side  inforl[lation  (not, present in the mcmrred features) to label the data.

l`hc I~ractical  qucstioll  ofllow~>rot~a}) ilistic  labcls]llight  l)ebcstuscd\vitll atypical learning algorithm
is addressed. in fact, the modifications to existing learning algorithms are generally straightforward,
particularly  ft>rloss-fll llctioIl ba.~cddiscri~ILill arlts(stlc}t  asrI~ulti-layer  pcrceJJtrorl  r{lodels). For parametric
nlodc]s  it can be shown that asynlptotically  consistent estinlators  exist [], 2]: intuitively the aJ>~>roach is
that attaining sample isdivided up bctwccn  theclrrssesin proportion toitsclasslabcl weight. Empirical
results on test data sets show t}lat probabilistic labc]ling  universally outperforms the more conventional
deterministic labclling,  in tcr~ns of both error rate and posterior probability apl,roxirnation.  While the
improvement in error rate is typically  sli~ht,  the improvclnent  in probability approximation caJ>abi]iticw
can bc very substantial (orders of ruagnitudc  in mean squared error). In particular, sigmoid-based
network models with a mean squared error loss function appear to take the greatest advantage of the
probabilistic IIabel]ing - this can becxplaincd byrelatillg tllelietwork  n~odelto  logistic  discrinliriatiorl  for
general exponential fanlilics  [3]. in conclusion it is noted that, in the real-world, elicitation of accurate
and consistent probability csti]nates from human subjects is very problenlatic: previous work in the
literature on srrbjcctivc  error models and possible applications of quantized probabilistic labcdling  are
discussccl.

ILcfcweliccls

1. P. Snlyt}l, ‘I,carning  with stoc}iastic  supervision, ‘ in Computational Learning Yhcory and Natural
I,corning  Systems 3, “1’. Pctsche, M. Kearns,  S. IIanson,  R. Rivcst  (ccIs), Can, b r i d g e ,  M A :  hfI’I’
Press, to appear, 1993.

2. l’. Snlyth,  ‘I’hcnaturc  ofclass labels for supervised learning,’in  %mcdi~~gs  of the Fourth  lntetna-
tionrd  Workshopon  AJ and Statistics, l>ort. I,auderdaic, Florida, January 1993.

3. B. Efro)i, “1’he cflicicncy  of logistic reg]cssion  conlparccl  to norlllal  discrimillant analysis,’ .70urtial
oj the An/crican  Stcl/istical  Association, vol.70,  no.352, pp.892-  898, Ikccnlbcr 1975.

“Jbpic: Lear-llillg Rules and C~cneralization


